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Prvni pocitaC vybaveny modernimi paskami pro zalohu dat mél kapacitu 4 MB a jednalo se
o roboticky systém IBM 370/168. V CERNu byl uveden do provozu v roce 1976. Soucasny pocitacovy
systém CERNu pocitad s tim, Ze veskera data, kterd budou ziskdna z experimentd LHC, budou
zadlohovana pomoci magnetického zéznamu na pasky. Pro Uspésné zvladnuti takového mnozstvi dat
budou pouzity pasky s rychlosti zdznamu az 4 GB za sekundu. Proto uz v roce 2008, kdy LHC zacal
pracovat, mélo pocitacové stredisko CERNu k dispozici pét automatickych zasobnikd na magnetické

pasky a disky. Kapacita téchto zdznamovych zafizeni byla pfipravena na data z roku 2008 a nadale
se budu zvySovat.

V této souvislosti je nutné si uvédomit dilezitou skutecnost. S postupnym vyvojem
zdznamovych zafizeni musi pracovnici CERNu volit takova zdznamova média a prehravaci stroje,
které budou schopné Cist i starsi zaznamova média. Jinak by totiz bylo nutné s kazdym vylepSenim
technologie zaznamu informaci stale prenaset jiz archivovana data na nova média. Tato
aktualizace je obcas nutna, ale cilem pracovnikl pocitacového strediska CERNu je, aby se
provadéla minimalné. To ovSem klade velké naroky na vybér optimalnich zaznamovych médii
a jejich prehravaca.

Radu podobnych zafizeni dostdva CERN za velmi vyhodné ceny od firem sv&tozndmych znacek.
Tyto firmy vyuzivaji pocitacovy park CERNu k testovani svych vyrobk{ (jak hardware, tak software),
nebot jde o jednu z nejvétsSich fungujicich pocitacovych siti na svété. A to je i jeden z dalSich
prinost CERNu: po ovéreni pristroji a jejich komponent v CERNu jsou tyto vylepseny a k béznému
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zahrnuto. Za otestovani pocitacd si totiz CERN zadné faktury neuctuje.
Tok dat v CERNu je zobrazen na obr. 204.
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Vzhledem k velkému mnozstvi velmi jedine¢nych dat z experimentl LHC neni mozné
zpracovavat tato data pouze na jednom misté - v CERNu. Pfiznivy vyvoj pocitaCovych siti (pfenosova
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rychlost, kapacita, zabezpeceni, ...) umoznil vznik pocitacového GRIDu. V ramci ného budou data
a vypocetni ¢as na zpracovani Ulohy prerozdélovana podle momentalni vytizenosti sité.

Podobnd sit prfed zavedenim GRIDu v CERNu jiz Uspésné fungovala (a funguje)
v elektrorozvodné siti. A to jak na narodni Grovni, tak na mezindrodni Grovni: v pripadé vypadku
elektrické energie v jedné oblasti (okres nebo stat) sousedé této oblasti (jiny okres, sousedni stat,
...) s dodavkou elektrické energie pomohou.

Systém bude fungovat tak, Ze pokud fyzik bude potfebovat nalézt a zpracovat urcitd data
z CERNu, odesle z laboratore, ktera je zaclenéna do GRIDu, sv{j poZadavek. Specialni software (tzv.
midleware) vyhodnoti momentalni vytizenost (¢as, pamétové naroky, ...) pocitacl v CERNu, linek,
pocitate, z néhoz z&dost pfisla, ... a na zakladé toho vyhodnoti zplsob zpracovéni Glohy. Uloha se
zpracuje bud v CERNu a pak se posle fyzikovi na jeho pocita¢, nebo se poslou data na fyzikQv
pocitac, tam se zpracuji a pak se posSlou vysledky zpét do CERNu. Je mozna i varianta, Ze se data
zpracuji na tfetim pocitaci, ke kterému je momentalné volny pfistup a jeho vytiZzenost je pro Ulohu
optimalni. Zpracovana uUloha se pak ulozi do databaze v CERNu a je k dispozici vsem.

Tento systém pochopitelné klade velké nadroky na samotny software, ktery bude Ulohy
rozdélovat a spravovat. Proto mu musi byt vénovana velka pozornost. Nevyhodnou ovsem je, Ze cely
systém mUzZe byt definitivné odzkousen az na skute¢nych datech a za plného provozu.

Sytém GRIDu (spravné LCG = LHC Computing Grid) pracuje v nékolika Urovnich (viz obr. 205),
aby bylo mozné nastavit priority (ne kazdy ma pristup ke vsem datdim, do vSech pocitacd, ...), ale
také rozhodovat rychle o vytizenosti pocitac.

Infrastruktura systému je zaloZzena na nékolika odlisSnych Urovnich (tiers). CERN je Tier-0 -
poskytuje zalohovaci systém, inicializuje zpracovani dat a distribuuje je na stfediska Tier-1. Ta se
podileji na dlouhodobém zalohovani dat. Stfediska Tier-2 poskytuji pfevazné CPU a docCasné zalohy.
S LCG spolupracuji i dalsi sité.

Pocitacové stredisko CERNu mélo v roce 2008 vice nez 7000 pocitacl a velké mnoZstvi
zaloznich diskl a zaznamovych médii. Pomoci sité Ethernet s prfenosovou rychlosti 1 GB za sekundu
bylo pripojeno do sité GRIDu. Sit pouze pro LCG je pripojena optickym vldknem s prenosovou
rychlosti 10 GB za sekundu.
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